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Abstract 
This paper presents a preliminary analysis of papers 
from the past review studies on conversational agents 
(CAs) in healthcare in terms of acceptance. We show a 

trend of user acceptance in CAs in healthcare by 
synthesizing the outcomes of different works on five 
main factors (i.e. satisfaction, ease of use, usefulness, 
the number of interactions, and the duration of 
interaction) of technological acceptance on CAs. We 
also describe directions for future research and design 
implications. 

Author Keywords 
Artificial intelligence; conversational agent; healthcare; 
virtual agent; wellbeing. 

CSS Concepts 
• Human-centered computing~Human computer 
interaction (HCI) 

Introduction 
Conversational agents (CAs, popularly known as 
chatbots) are now widely used across many fields 
[18,3,9]. Recent advances in artificial intelligence 
technology, widespread use of smartphones with high 
computing powers, and voice assistants such as Google 
Home or Alexa [1, 2] have allowed researchers to 
develop healthcare CAs coupled with machine learning 
capabilities in textual or auditory modalities as chatbots 
[18] or voice assistants [4]. Among those, the 
healthcare field in particular has adopted CAs as a 
patient care aid to support physical or mental health 
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[9] due to their convenience and patients’ tendency to 
disclose personal information [22]. 

Due to the increased attention in CAs as a more 
accessible means of healthcare intervention, there have 
been works that provided an overview of the CAs 
supporting physical or mental illnesses [4,24]. 
However, there exists a gap in such review literature in 
that the past review papers have mostly concentrated 
on the design feature aspect of CAs in healthcare. We 
do not yet have a comprehensive review on the actual 
effects of CAs in health area. Therefore, it is important 
to analyze the studies according to actual outcomes of 
CAs in healthcare. We especially need to focus on 
acceptance (behavioral intention to use a system) to 
measure the influence CAs have on actual usage [11]. 
A recent integrated version of the technology 

acceptance model by Wixom and Todd [28] states that 
satisfaction, ease of use, and usefulness are constructs 
that predict actual usage of a certain technology.  

Therefore, we intend to provide the preliminary results 
of an ongoing review research trying to answer the 
following research questions: Do conversational agents 
work in healthcare in terms of acceptance? If so, what 
did the CAs in that literature try to accomplish? We 
answer these questions by conducting a review of the 
studies covered in review papers in this domain. We will 
present how much satisfaction, ease of use, and 
usefulness users feel in different works. Moreover, we 
will show how much users have actually encountered 
with the system. This work sets itself apart from other 
reviews in two ways. First, it tries to incorporate all CAs 
ranging from animated avatars to smartphone 

CA Purpose 
User acceptance 

COUNT Satisfaction Interaction Duration Enjoyment Ease 
of Use Usefulness Intention to 

Use 

Data Collection Rhee et al., 2014 [27] 
Harper et al., 2008 [11] 

Kowatsch et al., 
20171 [18] 

Kowatsch et 
al., 20171 [18] 

Kowatsch et al., 
20171 [18] 

Kowatsch et al., 
20172 [20] 

Beveridge & 
Fox, 2006 [4] 

Kowatsch et al., 
20171 [18] 

Kowatsch et al., 
20172 [20] 

Kowatsch et al., 
20172 [20] 10 

Monitoring 
Rhee et al., 2014 [27] 

Harper et al., 2008 [11] 
Kimani et al., 2016 [11] 

Kowatsch et al., 
20171 [18] 

Burton et al., 
2016 [5]  

Kowatsch et 
al., 20171 [18] 
Burton et al., 

2016 [5] 

Kowatsch et al., 
20171 [18] 

Kowatsch et al., 
20172 [20] 

Kimani et al., 
2016 [11] 

Kowatsch et al., 
20171 [18] 

Kowatsch et al., 
20172 [20] 

Kowatsch et al., 
20172 [20] 13 

Psychotherapy Fitzpatrick et al., 2017 
[12] 

Fitzpatrick et al., 
2017 [12], Ly et 
al., 2017 [21] 

     3 

Decision Support  Burton et al., 
2016 [5] 

Burton et al., 
2016 [5] 

 Beveridge & 
Fox, 2006 [4]   3 

Education 

Fitzpatrick et al., 2017 
[12], Ireland et al., 

2016 [16], Elmasri & 
Maeder, 2016 [10] 

Kimani et al., 2016 [11] 

Fitzpatrick et al., 
2017 [12] 

Ly et al., 2017 
[21] 

Crutzen et al., 
2011 [7] 

 
Crutzen et al., 

2011 [7] 
Kimani et al., 

2016 [11] 

Crutzen et al., 
2011 [7] 

Fernandez-Luque 
et al., 2018 [11] 

 11 

Adherence 
support Kimani et al., 2016 [11] Hudlicka, 2013 

[15] 
Hudlicka, 2013 

[15] 
 Kimani et al., 

2016 [11]   4 

Practice Ireland et al., 2016 
[16] 

Hudlicka, 2013 
[15] 

Hudlicka, 2013 
[15] 

Cruz-Sandoval & 
Favela, 2017 [8] 

Cruz-Sandoval 
& Favela, 
2017[8] 

  5 

Clinical Interview Elmasri & Maeder, 2016 
[10] 

      1 

Personal 
Assistance 

     Fernandez-Luque 
et al., 2018 [11]  1 

COUNT 13 10 7 5 9 5 2 50 

Table 1. This table shows the different literature with varying CA purpose and measured outcomes 



 

 

chatbots. Second, this work includes not only random-
controlled experiments, but also quasi-experiments in 
order to evaluate the effectiveness of CAs in different 
aspects and measures.  

Method 
We conducted a review of three systematic review 
papers [22, 25, 24]. These were searched from 
databases such as JMIR, AMIA, JMS, and ACM based on 
the queries, “conversational agents” “healthcare” and 
“review.” Among all the papers covered in these review 
works, we selected sixteen studies relevant to the topic 
of user acceptance on CAs. The relevance criterion was 
whether the researchers measured key predictors of 
acceptance according to the integrated model of 
acceptance: satisfaction, ease of use and usefulness. 
Moreover, the studies that measured the actual use of 
the system were also included.  

As seen in Table 1, we classified the studies according 
to the CA’s purpose and the measurement of user 
acceptance. Criteria for the CA’s purpose was partially 
adopted from Laranjo et al. [22], but decision support 
and adherence support were added to accommodate 
other papers. We standardized different Likert scales of 
studies into a scale of 1 to 7 to reflect an adequate 
variability of the outcomes in Table 2. In Table 3, 
“Interaction” represents a number of times per week 
users interacted with the CA, and “Duration,” 
represents minutes of usage per usage.  

Preliminary Findings 
In this section, we summarize the preliminary findings 
from the review on satisfaction, ease of use, 
usefulness, the number of interaction and duration. 

Satisfaction was measured in six studies. Two studies 
[16, 27] did not include a quantitative measure, but 
qualitatively measured the satisfaction of users from 
interviews. The six studies found that satisfaction 
towards the CA was high among participants, ranging 
from 5.95 to 6.17 out of 7.  

Measures Author, 
Year 

Health 
Domain 

CA 
Purpose CA Type Outcomes 

(1~7) 

Satis-
faction 

Fitzpatrick 
et al., 
2017 

Depression 
Psycho-
therapy, 
Education 

Smartphone 
Chatbot 6.02 

Ireland et 
al., 2016 

Language 
impairment 

Education,  
Practice 

Smartphone 
Chatbot 

High (No 
scale) 

Rhee et 
al., 2014 Asthma 

Data 
collection,  
Monitoring 

Smartphone 
Chatbot 

High (No 
scale) 

Harper et 
al., 2008 Diabetes 

Data 
collection,  
Monitoring 

Telephone 5.95 

Elmasri & 
Maeder, 

2016 
Addiction 

Clinical 
Interview, 
Education 

Smartphone 
Chatbot 6.17 

Kimani et 
al., 2016 

Cardiovascular 
disorder 

Education, 
Adherence 
support, 

Monitoring 

Smartphone 
Chatbot 6.04 

Ease of 
Use 

Crutzen et 
al., 2011 

Sexual health,  
Substance 

abuse 
Education 2D Avatar 3.35 

Beveridge 
& Fox, 
2006 

Breast cancer 

Data 
collection,  
Clinician 
Decision 
Support 

Desktop CA Moderate 
(No scale) 

Kimani et 
al., 2016 

Cardiovascular 
disorder 

Education, 
Adherence 
Support, 

Monitoring 

Smartphone 
Chatbot 6.20 

Cruz-
Sandoval 
& Favela, 

2017 

Dementia Practice 
Smartphone 
Chatbot + 

Robot 
5.74 

Kowatsch 
et al., 
2017 

Obesity 
Data 

collection,  
Monitoring 

Smartphone 
Chatbot 6.70 

Cheng et 
al., 2018 Diabetes 

Data 
collection,  
Monitoring 

Voice 
Assistant 5.60 

Usefulness 

Crutzen et 
al., 2011 

Sexual health,  
Substance 

abuse 
Education 2D Avatar 3.95 

Kowatsch 
et al., 
2017 

Obesity 
Data 

collection,  
Monitoring 

Smartphone 
Chatbot 5.90 

Fernandez
-Luque et 
al., 2018 

Obesity 
Education, 
Personal 

Assistance 

Smartphone 
Chatbot 5.60 

Table 2. Outcomes of factors contributing to acceptance



 

 

Ease of use ranged from 3.35 to 6.70 out of 7, with one 
study evaluating their CA as moderate. The 
exceptionally low score of the study by Crutzen et al. 
may stem from the discrepancy between free-typed 
questions and message database underlying the 
chatbot, thereby making the communication more 
difficult for the users. 

The usefulness ranged from 3.95 to 5.90 out of 7. The 
relatively low score of the study by Crutzen et al. is 
possibly accounted for by the limited number of 
satisfactory answers from the chatbot, presenting itself 
as less useful for participants. 

Table 3 describes the comparison of actual usage in the 
CAs. Participants interacted with the CAs from 2.63 to 
8.86 times. The variability in the number of interactions 
may be caused by a variety of factors such as 
directions given by the researchers or the differing 
types of CAs. We could also find a trend that mobility of 
the CAs through smartphone intervention and a 
psychotherapy-based intervention played a role in 
increasing the number of interactions between CAs and 
participants compared to immobile desktop-based CAs 
or CAs designed for practicing or monitoring.  

Moreover, the duration of interactions per usage ranged 
from 3.95 minutes to 19 minutes. The CAs with longer 
duration contained a session with specific steps for the 
participants to follow, compared to the shorter study, 
which was more concentrated on simple question-
answering procedures. The fact that the CA in the study 
by Crutzen et al. [7] had a shorter usage duration 
along with lower ease of use and usefulness score 
compared to others may suggest there is a possible 
correlation between these variables.  

Implications for Design and Research 
Overall, there seems to be a general trend towards 
satisfaction with CAs in healthcare. This can be seen 
from the rating score of satisfaction averaging about six 
out of seven. However, users seem to find CAs 
generally useful, but less than they are satisfied with 
them. It also has a wider variability than satisfaction 
level. This may be the result of differing natural 
language understanding capabilities of CAs. Users also 
find CAs in healthcare generally useful, but more so 
when they can be accessed through mobile and serve 
to handle obesity issues. 

Measures Author, 
Year 

Health 
Domain 

CA 
Purpose CA Type Outcomes 

(times/week) 

Inter-
action 

Fitzpatric
k et al., 

2017 
Depression 

Psych-
otherapy, 
Education 

Smart-
phone 

Chatbot 
6.02 

Hudlicka, 
2013 

Mental health 
(mindfulness) 

Education,  
Practice 

2D 
Avatar 4.48 

Ly et al., 
2017 

Mental  
Well-being 

Psych-
otherapy, 
Education 

Smart-
phone 

Chatbot 
8.86 

Burton et 
al., 2016 Depression 

Monitoring, 
Decision 
Support 
System 

3D 
Anima-

tion 
2.63 

Measures Authors, 
Year 

Health 
Domain 

CA 
Purpose CA Type Outcomes 

(min/use) 

Duration 

Hudlicka, 
2013 

Mental health 
(mindfulness) 

Education,  
Practice 

2D 
Avatar 19 

Crutzen 
et al., 
2011 

Sexual 
health,  

Substance 
abuse 

Education 2D 
Avatar 3.95 

Burton et 
al., 2016 Depression 

Monitoring, 
Decision 
Support 
System 

3D 
Anima-

tion 
12.76 

Table 3. The number of interactions per week and the minutes 
of usage per interaction 



 

 

Through the analysis, we drew a few implications for 
future research and design of CAs. First, most of the 
CAs have been developed targeting the patient 
population, not the care providers. Benefits of CA for 
patient care is facilitating data collection by adding 
more types of patient-generated health data and 
monitoring and intervening patient’s health-related 
behaviors. However, how these benefits are perceived 
by their clinicians and how they can be incorporated 
into the treatment process have not been examined 
yet. An integrated model of CAs mediating between 
patient and care provider will generate interesting 
discussions and provide a deeper insight into the 
behaviors and perceptions of users in the healthcare 
domain. 

Second, most of the CAs have been rule-based, with a 
limited capacity to understand natural language. A 
future study that explores the capacity of chatbots with 
a large dialogue corpora dataset and how users interact 
with them will set the groundwork for forthcoming 
chatbots coupled with ML capabilities. 

Finally, a deeper analysis of the user’s perception 
towards CAs through qualitative methods is necessary, 
especially in terms of acceptance factors mentioned in 
this paper. It is important to understand how and why 
users find interactions with CAs satisfactory, easy to 
use and useful, which is a gap in current literature on 
this topic. Furthermore, a closer examination of each 
measurement will generate greater insight into users’ 
perception. What are they exactly satisfied with? Is it 
the content? Is it the feature? What does it really mean 
to be satisfied? These are some of the questions that 
we would like to discuss in depth with other researchers 
at this workshop for CHI 2020. We hope to be able to 
share interesting ideas and insights at the workshop. 
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